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Seagate Kinetic Open Storage Platform

Dis-intermediates applications to drive 
–Goes around file systems, volume managers, drivers 

Enable ecosystem of value added software 
–Partners (like Basho) can create their own system value 

Lower TCO 
–Eliminates complexity
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Connector

SAS tx, rx is now Ethernet 
Electrically SGMII 

• “Backplane Ethernet”
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Core

SAS

Typical High Density

Intel server 
• Double Socket 
• 48GB Ram 
• 500w 

SAS tray 
•  Connected to the server 

Server fails, all drives are offline until fixed
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SAS SAS

Typical HA High Density

Double the server cost



Eth Eth

60 drive Chassis

Each drive talks to both switches 
Each switch has 2 by 10Gb/s Ethernet



Low cost HA Configuration

Kinetic Tray talks directly to ToR 
No servers
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Even lower cost configuration

Valuable for cold storage replicas
Core

Eth



Existing Traffic Flow

ToR

Data Center 
Core Router

ClientData Node

SAS Shelf
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Kinetic Traffic Flow
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Existing Traffic Flow
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Data is already over 
Ethernet using TCP/IP



Kinetic Traffic Flow
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Write Performance Results (preliminary)
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Seagate Kinetic Open Storage Platform

Dis-intermediates applications to drive 
–Goes around file systems, volume managers, drivers 

Enable ecosystem of value added software 
–Partners (like Basho) can create their own system value 

Lower TCO 
–Eliminates complexity
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