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1 Scope

This document defines the technical specifications for the <product name> used in Open Compute Project <hardware name>.
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3 Overview
3.1 The SX1024OCP switch, is a top of rack switch with 48 port of 10GbE and 12 uplink ports of 40/56GbE for non blocking throughput between rack and aggregation layer. Based on advanced hardware design this switch packs 48 SFP+ and 12 QSFP interfaces in an ultra dense 1U form factor. The switch features latency of 250ns and power efficiency while providing optimal performance for enterprise data center, financial services, Web 2.0, high performance computing and cloud computing applications

3.2 License

As of April 7, 2011, the following persons or entities have made this Specification available under the Open Web Foundation Final Specification Agreement (OWFa 1.0), which is available at http://www.openwebfoundation.org/legal/the-owf-1-0-agreements/owfa-1-0: 

Facebook, Inc.
You can review the signed copies of the Open Web Foundation Agreement Version 1.0 for this Specification at http://opencompute.org/licensing/, which may also include additional parties to those listed above. 
Your use of this Specification may be subject to other third party rights. THIS SPECIFICATION IS PROVIDED "AS IS." The contributors expressly disclaim any warranties (express, implied, or otherwise), including implied warranties of merchantability, non-infringement, fitness for a particular purpose, or title, related to the Specification. The entire risk as to implementing or otherwise using the Specification is assumed by the Specification implementer and user. IN NO EVENT WILL ANY PARTY BE LIABLE TO ANY OTHER PARTY FOR LOST PROFITS OR ANY FORM OF INDIRECT, SPECIAL, INCIDENTAL, OR CONSEQUENTIAL DAMAGES OF ANY CHARACTER FROM ANY CAUSES OF ACTION OF ANY KIND WITH RESPECT TO THIS SPECIFICATION OR ITS GOVERNING AGREEMENT, WHETHER BASED ON BREACH OF CONTRACT, TORT (INCLUDING NEGLIGENCE), OR OTHERWISE, AND WHETHER OR NOT THE OTHER PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.
4 <Hardware> Features

4.1 Electrical features 
4.2 Port configurations
With every new generation of technology, server sizes shrink. Whereas in the past all servers occupied the entire rack width (19”), it is quite common today to find different racking solutions that allow fitting two servers on the same rack shelf, yielding a total of 56, 60 or more servers in the same rack.
Since most commercially available ToR switches have 48 10GbE ports, connecting more than 48 servers in this rack would require two ToR switches. These two switches increase the rack cost, latency and energy consumption, and occupy space that could have been allocated for servers.
This problem is solved by the port flexibility of this switch. By simple configuration, its 40GbEports can be configured to 10GbE and support more servers. For example, the SX1024OCP can be configured with 60 ports of 10GbE and 4 ports of 40GbE. This configuration connects 60 servers with an uplink of 160Gb/s, or oversubscription of 3.75:1. If configuring the four uplink ports to operate at 56GbE, the oversubscription ratio improves to 2.68:1.Alternatively, the SX1024OCP can be configured with 56 ports of 10GbE and 8 ports of 40GbE. This configuration connects 56 servers with an uplink of 320Gb/s, or oversubscription of 1.75:1. 
A listing of all possible port configurations can be found in the following table: 

	40GbE/56GbE ports
	12
	10
	8
	6
	4
	2
	0

	10GbE ports
	48
	52
	56
	58
	60
	62
	64
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Cable support

· SR

· SR4

· LR

· LR4

Copper

· User I/O interfaces
· 2x 10/100/1000BASE-T RJ-45 Ethernet port
· 1x RS232/I2C RJ-45 Console connector
· 1x USB connector
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FRU’s
· 3+1 redundant fan field replaceable modules. Double fan in each module
· AC/DC or DC/DC 1+1 redundant field replaceable 460W PSU 
Management

· CPU: Intel Ivy Bridge (Supports all Flavors)
· Chipset: Intel QM67 (Cougar Point)
· Up to two 1600MTs, 8GB (Each), DDR3, ECC SO-DIMM modules
· Supports up to two SATA-slim 4/8/16/64GB SLC or MLC SSD modules
· BIOS Field upgrade with fail safe 
· Real time clock 24H-SuperCap (optional battery)
Power Consumption
· Maximum power consumption is 300W

4.2.1 Mechanical dimensions
Box dimensions
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Fan unit
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