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Infrastructure
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50B
Connected Devices

by 2020‡

Applications
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§ Artificial Intelligence
§ Packet processing
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Open Solutions accelerating the pace of innovation



AI: The next wave of computing

AI Compute Cycles will grow             
by 2020 
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Project Lightning

Source: 
https://code.facebook.com/posts/989638804458007/in
troducing-lightning-a-flexible-nvme-jbof/

NVMe designed for OCP
• It scales
• It’s open
• Flexible form factors
• Enables hot and warm 

storage



Next Generation Intel® Xeon® 
Processor (Codename Skylake)
• Next-Generation Platform For Multi-Cloud Infrastructures
• HW-Enhancements for great performance, security, & efficiency 

üPer core perf enhancements 
üIntel® AVX-512 acceleration
üAccelerated IO with Intel® Omni-

Path Architecture (fabric)

ü Integrated Intel® Quick Assist 
Technology (crypto offload)

ü Advanced RAS
ü Intel® Resource Director 

Technology

Next generation of OCP designs based on Skylake and 
Intel World Wide Enabling Programs



• Based on next generation Intel® Xeon® 
processor, codename Skylake

• Intel® AVX-512: Up to 2X FLOP/sec peak perf 
capability versus prior gen.1

• Integrated Intel® Quick Assist Technology 
(crypto offload)

• Supports Intel® Arria 10® FPGAs to provide a 
configurable framework 

• Intel FPGAs accelerate network, encryption, 
compression & DNN functions

Microsoft* Project Olympus
Next generation Universal Motherboard for Hyperscale Cloud

Standardized	platform	for	various	workloads	
without	compromising	on	performance	

https://azure.microsoft.com/en-us/blog/microsoft-
reimagines-open-source-cloud-hardware/

+

* Other names and brands are property of others. 

1	Refer	to	https://software.intel.com/en-us/blogs/2013/avx-512-instructions



Compute:  Intel® Server Board 
S7200AP (Adams Pass)

• Specifically designed for highly parallelized 
workflows

• Support for Intel® Xeon® Phi™ processors with 
6 DIMMs and optional support for Intel® Omni-
Path Fabric Technology

• Customizable as a 2U, four node system
ØSubmitted Adams Pass to the OCP Foundation
ØEnabled Penguin chassis submitted to OCP 

foundation

Motherboard 
design submitted 
by Intel

Chassis design 
submitted by 
OEM 
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OCP and RSD Ecosystem Fellow Travelers

*Other names and brands may be claimed as property of others



Intel® RSD - Revolutionizing the Datacenter
Laying the foundation for the modern scalable data center

$
Flexible Manageable Economic Open

Intel® RSD Vision:

Becoming a reality…
1st Generation 2nd Generation Future

2016: Established the standard, racks available 2017: Era of pooling begins with storage
v2.1 released in February ‘17

2017+



Logical Architecture &
Hardware Management Software

built on open industry standard Redfish™ API’s

Pod-wide Management

Pod wide storage

Network fabric

Network

Compute

Storage

Intel® Rack Scale Design & OCP are complementary

Other names and brands may be claimed as the property of others

Physical Architecture

Intel® RSD OCP

Open Rack V2



Datacenter Management SW
• Intel heavily invested in open source 

Snap
the open telemetry framework 

ü Over 80 plugins w/ libraries for C++, Python, Go
http://snap-telemetry.io

OpenHPC
A  L i n u x  F o u n d a t i o n  
C o m m u n i t y  w i t h  3 0  m e m b e r s

ü Over 60 Open Source components validated and 
integrated to ease High Performance Computing 
system installation, management and maintenance

http://openhpc.community



Intel is a Major Linux Kernel Contributor

http://www.remword.com/kps_result/

Unknown
30%

Intel

16% Red Hat
8%

Samsung
5%

Contributations 4.10

#1 Named contributor to Linux 4.10

Unknown
16%

Hobbyists
16%

Red Hat
14%Intel

14% 

Contrib Since 2005

#4 Named contributor to Linux since 2005



Source: http://lwn.net
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Software Define Power® Innovations



Operator Interface Applications	(not	part	of	the	stack	initially)
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HPC Stack Component View Enables 
collaboration and innovation

17

q Intra-stack APIs to allow for customization/differentiation
q External APIs to develop on and around the stack



OpenHPC Membership as of 
November 2016
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• Argonne National Laboratory • Center for Research in Extreme Scale Technologies –
Indiana University

30 Members

OpenHPC is a Linux Foundation* Project 
initiated by Intel and gained wide 
participation right away

The goal is to collaboratively advance the 
state of the software ecosystem

Governing board is composed of 
Platinum members, Silver & 
Academic, Technical committee

WWW.OpenHPC.CommunityCourtesy of OpenHPC* 

*Other names and brands may be claimed as the property of others.

• University of Cambridge



Intel® HPC Orchestrator Framework: OSS 
Project and Product

19

University
Community

OEM
CommunityGNU

Linux

Parallel File system

Upstream 
source

Communities

Resource Manager

Upstream 
source

Communities
Upstream 

source
Communities
Upstream 

source
Communities

Integrates and tests 
HPC stacks and 
makes them 
available as OS

Base 
HPC Stack

OEM
Stack

University
Stack

Contributors include 
Intel, OEMs, ISVs, 
labs, academia 

RRV

RRV

RRV

RRV

RRVs Continuous Integration Environment   
-Build Environment & Source Control
-Bug Tracking
-User & Dev Forums
-Collaboration tools
-Validation Environment

Cadence 6~12 mo

“RRV” = Relevant and Reliable Version

Intel® HPC Orchestrator
Core HPC Stack

PRODUCT

Supported HPC Stack
-Premium Features
-Advanced Integration Testing
-Testing at scale
-Validated updates
-Level3 Support across stack

OEM
Stack

PROJECT

OEM
Community

OEM
Stack









Legal Notices and Disclaimers
• Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on system 

configuration. No computer system can be absolutely secure. Check with your system manufacturer or retailer or learn more at intel.com. 

• Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. Consult other sources 
of information to evaluate performance as you consider your purchase. For more complete information about performance and benchmark results, visit http://www.intel.com/performance.

• Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are 
measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other 
information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more 
complete information visit http://www.intel.com/performance.

• Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs and provide cost 
savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction. 

• This document contains information on products, services and/or processes in development. All information provided here is subject to change without notice. Contact your Intel 
representative to obtain the latest forecast, schedule, specifications and roadmaps. 

• No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this document.

• Statements in this document that refer to Intel’s plans and expectations for the quarter, the year, and the future, are forward-looking statements that involve a number of risks and 
uncertainties. A detailed discussion of the factors that could affect Intel’s results and plans is included in Intel’s SEC filings, including the annual report on Form 10-K. 

• All products, computer systems, dates and figures specified are preliminary based on current expectations, and are subject to change without notice. The products described may contain 
design defects or errors known as errata which may cause the product to deviate from published specifications. Current characterized errata are available on request. 

• Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced data are 
accurate. 

• © 2017 Intel Corporation.  Intel, the Intel logo [add word with ™ or ® from the list of Intel’s trademarks] and others are trademarks of Intel Corporation in the U.S. and/or other countries. 

• *Other names and brands may be claimed as the property of others. 




