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If IT Architects Designed Cars

1966 Two Engine Toronado
• Unique single oversized cooling system to support 

both engines. Coolant lines route through frame rails 

to support rear engine with modified rear engine water 

pump to allow rear seat/firewall clearance

• Single Tachometer and Throttle pedal to run both 

engines

• Oil pressure gauge light split to show both engines 

separately

• Oldsmobile rocker switch starts rear engine

• Two engines feed off of the one original gas tank

• Oldsmobile switch located on dash modified to 

override the transmission and shift from 3rd to 2nd 

using the horn button.

• Two extra fans in front, and two in trunk to remove 

engine heat

• Functional trunk w/o view of rear engine

• Has a functional trunk and a functional rear seat to 

completely conceal the rear engine. 

1966 Two Engine Toronado - Incredible Engineering Masterpiece
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What is the Connection ?
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General Purpose Stores

	

	

Switched Fabric

Dynamic Recombination 

	

Storage Resource Elasticity
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What isn’t wrong with this picture?
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Adaptive Storage ?

	

	

Switched Fabric

Dynamic Recombination 

for Compute

	

Storage Resource Elasticity

Open I/O
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Open I/O Concept

When we implement a switched fabric between 

devices and replace hardware RAID with in silicon 

cloud age data protection algorithms

We gain what we lose:

+ No disk controller bottleneck

+ No common failure domains

______________________________

Linear aggregation of 

{ IOPS, bandwidth & capacity}

Proprietary | ©2014 I/O Switch Technologies, Inc.
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Network ATA Standardization

- RJ45 Interface 

- Snap-on PCB

- Any SATA Drive

Modified 

Application

Kinetic Library

TCP/IP

Ethernet

Original

Application

Open 

I/O

Native driver

Ethernet

- SAS Interface 

- Integrated Ethernet
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Up to 8TB per Slot

▪ Rate up to 15GB/s

▪ 0.052ms latency

▪ 1,000,000 IOpS

▪ SSF PCIe switching

▪ Platform compatible with 
VMware, Linux, HyperV

▪ Interface PCI Express 3.0 x8

▪ Gold finger connector + NGFF

▪ RDMA M.2 PCIe SSD

Thunderstorm

Expansion Module
System

Proprietary & Confidential | ©2015 Dimitar Boyn

Open I/O
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Cloud Scaling

Converged Network, Storage & Compute

Proprietary & Confidential | ©2015 Dimitar Boyn

Open I/O
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