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Abstract:
Open Rack has proved to be a powerful platform for cost-
effective data center scale-out. Focus on vanity free 
technology, coupled with an open source hardware model has 
changed the landscape for rack scale computing 
infrastructure. 

However, next-generation server/networking architectures, 
combined with increasing demand for data center operational 
and capital efficiencies, put extreme pressure on continued 
improvement of the rack power subsystem.
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Trend #1 – Moore’s Law

For decades, server manufacturers relied on semiconductor technology improvements 

to provide higher performance, lower power chips.  This can no longer be assumed.
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Trend #2 - Adjunct Accelerators 
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Acceleration engines help provide higher performance and performance per Watt, 

however, power per server is expected to increase.



Implications of Trends on Rack Architecture
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Fewer 

Servers per 

Rack

Keep Maximum Rack 

Power The Same

Increase Maximum 

Rack Power

• More server racks for same number 

of servers

• More datacenter floor space for 

same number of servers

• Rack power solution unchanged

• Facility and rack server density preserved

• Higher capacity power shelf required

• Increased rack cooling capacity required

Assume: 

Power per Server

Increases

Desired Outcome?

Rack Sprawl

Avoiding rack sprawl will require higher capacity rack power stations.  What other 

improvements could be incorporated with this change?



Opportunity: Reduce Stranded Power?
 Stranded Power is capacity within the rack that is present but cannot be 

utilized by IT loads

 Stranded power directly impacts rack equipment cost

 Largest source of stranded power in rack (33%) is caused by redundant 
supply

 Redundant stranded power cost  = thousands $ per rack 
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Opportunity: Improve PSU Energy Efficiency?

 Reduces energy-related operational expenses

– 0.5% efficiency improvement may save hundreds $ per rack over 
the lifetime of the equipment

– OpEx savings are offset by higher CapEx for high-efficiency parts

 Higher efficiency supplies are larger sized than lower 
efficiency supplies  more rack space

 Diminishing returns for each additional improvement
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Opportunity: Change Power Station Footprint
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2 x 3OU 1 x 2OU

Smaller footprint allows for up to 4OU of additional IT equipment.  Is this useful?

Potentially deeper footprint

provides more volume for

PSUs and BBUs



Opportunity: Utilize stored energy?

 Open Rack V2.0 BBU delivers charge during loss of 
input power only

 Can additional value be provided by utilizing this 
stored energy at other times?
– For example: peak shaving

 May unlock additional stranded power in supplies

 Increases system complexity
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Opportunity: Improve Vendor Interoperability?

 What is the desired level of interoperability?

– Rack

– Power Station

– PSU/BBU

 Currently vendor interoperability for power occurs at the rack level

 Interoperability complexity increases toward PSU/BBU
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Call to action
Open Rack 1.0 Open Rack 2.0 Open Rack Next

Total Rack Power 12,600W 13,200W TBD

Number of Power 

Stations

3 2 TBD

Rack Footprint 9 OU 6 OU TBD

Redundancy Model 6 + 1 2 + 1 TBD

Local Energy 

Storage

None Yes TBD

Efficiency Target 94.5% (40%-80% 

Load)

95% (30%-90% 

Load)

TBD
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Artesyn seeks other interested parties to comprehend and prioritize next 

generation power requirements.



Contact Information

Doug Sandy

Chief Architect, Hyperscale & Cloud Solutions

Artesyn Embedded Power

doug.sandy@artesyn.com

Artesyn Confidential 13

mailto:doug.sandy@artesyn.com



